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**Problem statement:** Develop a Logistic Regression Model on Simmons Catalogue dataset: Logit – Simmons.xls. Need to understand customer purchase behavior.

**Approach:** The team followed the basic steps needed for Logistic Regression model creation. There are 100 observations and 5 variables. The variables descriptions are provided below:

* Customer = Customer ID
* Spending = Amount customer spent last year at Simmons (in $1000)
* Card = Whether customer has Simmons Credit card (value 1) or not (value 0)
* Purchase = Whether customer made purchase worth $200 (value 1) or not (value 0)
* SpendCat = High spending group (value 1) vs low spending group (value 0)

Based on the data provided for this case study, team looked into below customer behavior:

* Purchase to Card, Spending and spend category relationship
* Purchase to Card and Spending relationship
* Purchase to Spending and spend category relationship.
* Purchase to Card and spend category relationship.
* Purchase to Card relationship.
* Purchase to Spending relationship.
* Purchase to spend category relationship.

The R Markdown file generated from R studio is attached for review.
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######################Download data in R ###########################  
library(readr)

## Warning: package 'readr' was built under R version 3.3.3

Logit\_Simmons\_data <- read\_csv("C:/GLIM/PM/Group Assignment/Logit-Simmons.csv")

## Parsed with column specification:  
## cols(  
## Customer = col\_integer(),  
## Spending = col\_double(),  
## Card = col\_integer(),  
## Purchase = col\_integer(),  
## SpendCat = col\_integer()  
## )

######################Data Analysis#################################  
Sim\_data <- data.frame(Logit\_Simmons\_data)  
head(Sim\_data)

## Customer Spending Card Purchase SpendCat  
## 1 1 2.291 1 0 0  
## 2 2 3.215 1 0 1  
## 3 3 2.135 1 0 0  
## 4 4 3.924 0 0 1  
## 5 5 2.528 1 0 0  
## 6 6 2.473 0 1 0

str(Sim\_data)

## 'data.frame': 100 obs. of 5 variables:  
## $ Customer: int 1 2 3 4 5 6 7 8 9 10 ...  
## $ Spending: num 2.29 3.21 2.13 3.92 2.53 ...  
## $ Card : int 1 1 1 0 1 0 0 0 1 0 ...  
## $ Purchase: int 0 0 0 0 0 1 0 0 1 0 ...  
## $ SpendCat: int 0 1 0 1 0 0 0 1 0 1 ...

## check missing values  
sapply(Sim\_data,function(x) sum(is.na(x)))

## Customer Spending Card Purchase SpendCat   
## 0 0 0 0 0

# found none  
  
## more data Insights  
library(MASS)

## Warning: package 'MASS' was built under R version 3.3.2

sapply(Sim\_data,sd)

## Customer Spending Card Purchase SpendCat   
## 29.0114920 1.7412979 0.5025189 0.4923660 0.5009083

##################### Build the Logistic Model #####################  
## We are not considering Customer variable as it is unnecessary  
## Taking all the variables  
logit\_S=glm(Purchase~Spending+Card+SpendCat, data=Sim\_data, family=binomial)   
## Taking only Spending and Card  
logit\_S1=glm(Purchase~Spending+ Card, data=Sim\_data, family=binomial)   
## Taking only Spending and Spend category  
logit\_S2=glm(Purchase~Spending+SpendCat, data=Sim\_data, family=binomial)   
## Taking only Card and spend category  
logit\_S3=glm(Purchase~Card+SpendCat, data=Sim\_data, family=binomial)   
## Taking only Card   
logit\_S4=glm(Purchase~Card, data=Sim\_data, family=binomial)   
## Taking only spending  
logit\_S5=glm(Purchase~Spending, data=Sim\_data, family=binomial)   
## Taking only spend category  
logit\_S6=glm(Purchase~SpendCat, data=Sim\_data, family=binomial)   
#  
## Check the model parameters   
summary(logit\_S)

##   
## Call:  
## glm(formula = Purchase ~ Spending + Card + SpendCat, family = binomial,   
## data = Sim\_data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5845 -0.9583 -0.5785 0.8610 1.9409   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.78531 0.61453 -2.905 0.00367 \*\*  
## Spending 0.04019 0.21540 0.187 0.85199   
## Card 1.14784 0.45446 2.526 0.01155 \*   
## SpendCat 1.30000 0.76018 1.710 0.08724 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 134.60 on 99 degrees of freedom  
## Residual deviance: 117.99 on 96 degrees of freedom  
## AIC: 125.99  
##   
## Number of Fisher Scoring iterations: 4

# All the parameters looks statistically significant.  
# A unit increase for customers with Card increases the log odds by 1.15   
# while same 1 unit increase in spending category increases the log odds by 1.30  
  
## Run the anova() function on the model to analyze the table of deviance   
anova(logit\_S, test = "Chisq")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: Purchase  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)   
## NULL 99 134.60   
## Spending 1 7.2182 98 127.38 0.007217 \*\*  
## Card 1 6.4103 97 120.97 0.011346 \*   
## SpendCat 1 2.9828 96 117.99 0.084156 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# There is a drop in deviance of around 1 unit by adding card to spending and 4 units by  
# adding spending category. The model seems to be doing good compared to null model (NULL deviance)  
# Check the McFadden R2 index equivalent to R2 for linear regression to access model fit.  
library(pscl)

## Warning: package 'pscl' was built under R version 3.3.2

## Loading required package: lattice

## Classes and Methods for R developed in the

## Political Science Computational Laboratory

## Department of Political Science

## Stanford University

## Simon Jackman

## hurdle and zeroinfl functions by Achim Zeileis

pR2(logit\_S)

## llh llhNull G2 McFadden r2ML r2CU   
## -58.9955701 -67.3011667 16.6111932 0.1234094 0.1530486 0.2068988

#llh The log-likelihood from the fitted model  
#llhNull The log-likelihood from the intercept-only restricted model  
#G2 Minus two times the difference in the log-likelihoods  
#McFadden McFadden's pseudo r-squared  
#r2ML Maximum likelihood pseudo r-squared  
#r2CU Cragg and Uhler's pseudo r-squared  
#  
# CIs using profiled log-likelihood :: confint function to obtain confidence  
# intervals of coefficient estimates  
confint(logit\_S)

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) -3.0549241 -0.6254534  
## Spending -0.3834657 0.4683343  
## Card 0.2774595 2.0704407  
## SpendCat -0.1747875 2.8296337

# CI using standard errors  
confint.default(logit\_S)

## 2.5 % 97.5 %  
## (Intercept) -2.9897697 -0.5808427  
## Spending -0.3819913 0.4623708  
## Card 0.2571094 2.0385737  
## SpendCat -0.1899221 2.7899250

#Exponentiate the coefficients to interpret the results as odds-ratios  
# odds ratios  
exp(coef(logit\_S))

## (Intercept) Spending Card SpendCat   
## 0.1677457 1.0410083 3.1513834 3.6693019

# Odds ratios and 95% CI  
exp(cbind(OR = coef(logit\_S), confint(logit\_S)))

## Waiting for profiling to be done...

## OR 2.5 % 97.5 %  
## (Intercept) 0.1677457 0.0471263 0.5350188  
## Spending 1.0410083 0.6814954 1.5973313  
## Card 3.1513834 1.3197727 7.9283167  
## SpendCat 3.6693019 0.8396354 16.9392542

##################Calculate the predicted probability and accuracy ##########  
# We aded a new variable PredPurchase to original dataset to see how our model is predicting.  
# Note that Type = response tells R to calculate predicted probability  
Sim\_data$PredPurchase <- predict(logit\_S, type='response')   
head(Sim\_data$PredPurchase)

## [1] 0.3669346 0.6882063 0.3654795 0.4188246 0.3691500 0.1563136

Sim\_data$PredPurchase <- ifelse(Sim\_data$PredPurchase > 0.5,1,0)  
misClassificationError <- mean(Sim\_data$PredPurchase != Sim\_data$Purchase)  
print(paste('Accuracy of Model is : ', 1 - misClassificationError))

## [1] "Accuracy of Model is : 0.75"

################### Test the Model accuracy ################################  
## Check the measures to see how well our model fits using Likelihood ratio test.  
library(lmtest)

## Warning: package 'lmtest' was built under R version 3.3.2

## Loading required package: zoo

## Warning: package 'zoo' was built under R version 3.3.2

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

lrtest(logit\_S)

## Likelihood ratio test  
##   
## Model 1: Purchase ~ Spending + Card + SpendCat  
## Model 2: Purchase ~ 1  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 4 -58.996   
## 2 1 -67.301 -3 16.611 0.0008495 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

lrtest(logit\_S1)

## Likelihood ratio test  
##   
## Model 1: Purchase ~ Spending + Card  
## Model 2: Purchase ~ 1  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 3 -60.487   
## 2 1 -67.301 -2 13.628 0.001098 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

lrtest(logit\_S2)

## Likelihood ratio test  
##   
## Model 1: Purchase ~ Spending + SpendCat  
## Model 2: Purchase ~ 1  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 3 -62.370   
## 2 1 -67.301 -2 9.8618 0.00722 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

lrtest(logit\_S3)

## Likelihood ratio test  
##   
## Model 1: Purchase ~ Card + SpendCat  
## Model 2: Purchase ~ 1  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 3 -59.013   
## 2 1 -67.301 -2 16.576 0.0002515 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

lrtest(logit\_S4)

## Likelihood ratio test  
##   
## Model 1: Purchase ~ Card  
## Model 2: Purchase ~ 1  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 2 -64.265   
## 2 1 -67.301 -1 6.0723 0.01373 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

lrtest(logit\_S5)

## Likelihood ratio test  
##   
## Model 1: Purchase ~ Spending  
## Model 2: Purchase ~ 1  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 2 -63.692   
## 2 1 -67.301 -1 7.2182 0.007217 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

lrtest(logit\_S6)

## Likelihood ratio test  
##   
## Model 1: Purchase ~ SpendCat  
## Model 2: Purchase ~ 1  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 2 -62.396   
## 2 1 -67.301 -1 9.8113 0.001734 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# Compare the Log likelihood  
Compare\_models\_logLik <- rbind(logLik(logit\_S), logLik(logit\_S1), logLik(logit\_S2),logLik(logit\_S3),  
 logLik(logit\_S4),logLik(logit\_S5),logLik(logit\_S6))  
Compare\_models\_logLik

## [,1]  
## [1,] -58.99557  
## [2,] -60.48695  
## [3,] -62.37025  
## [4,] -59.01299  
## [5,] -64.26501  
## [6,] -63.69207  
## [7,] -62.39551

# Compare the Chi-Square  
Compare\_models\_Chisq <- rbind(with(logit\_S, null.deviance - deviance),  
 with(logit\_S1, null.deviance - deviance),  
 with(logit\_S2, null.deviance - deviance),  
 with(logit\_S3, null.deviance - deviance),  
 with(logit\_S4, null.deviance - deviance),  
 with(logit\_S5, null.deviance - deviance),  
 with(logit\_S6, null.deviance - deviance)  
 )  
Compare\_models\_Chisq

## [,1]  
## [1,] 16.611193  
## [2,] 13.628437  
## [3,] 9.861829  
## [4,] 16.576352  
## [5,] 6.072305  
## [6,] 7.218184  
## [7,] 9.811320

# We will go with Model1, that is logit\_S which has high Chi- sq value of 16.61.4 degress of freedom and P-value of 0.00085 and fits better than other 6 models.  
################### Visualize the Model performance #########################  
# Let us plot the ROC curve and calculate the AUC for performance measurements  
# Note : The Roc is curve generated by plotting the true positive rate(TPR) against the false   
# positive rate (FPR) at various threshold settings while the AUC is the area under the ROC curve.  
# A model with good predictive ability should have AUC close to 1 (ideal)  
library(ROCR)

## Warning: package 'ROCR' was built under R version 3.3.2

## Loading required package: gplots

## Warning: package 'gplots' was built under R version 3.3.2

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

perf <- prediction(Sim\_data$PredPurchase, Sim\_data$Purchase)  
PerfMeas <- performance(perf, measure = "tpr", x.measure = "fpr")  
plot(PerfMeas)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAYFBMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6AGY6kNtmAABmADpmZmZmkJBmtv+QOgCQZgCQkGaQtpCQ2/+2ZgC225C2/7a2///bkDrb/7bb////tmb/25D//7b//9v///9wYkFDAAAACXBIWXMAAA7DAAAOwwHHb6hkAAANE0lEQVR4nO2di3qjuhVGmantOfG0cdvQDg229f5vWSTAhsRctKUN4udf3zfnJBOz5bBGV6TtzBBosrXfANGFgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHD8BN8vmePnH6W3Q2LjJbjI3uovyvYLkjo+gu+Xh9bi8Pk6HFkIDcG383v7ZTnQSLNLXwgVwXNqsEc4EoCK4KoPbqrwYB9MwQuhI7hqpOsOYKD+UvBiKAleOhwZgoLB0RZccBS9LgvXYP/pGfGlf2/ZRGPxrepQMBCvGkYKRmGg26NgCIYHNUpr0c/BFEfR6owOWXVq8P0y9SCYguMwOSFRaqLvl2PMcOQlc2abWn1wmb2P/pyCQ5m5lsBB1iaZv1JEwdvDax2QgjeG7yovBW8JwRo+BW8G2RMaCt4G4udvFLwBQp6uUnDqBD47p+CUibAzgoKTJc62FwpOk2ibmig4QWJuWaPg1Ii8IZGCkyL+dlMKTgeVzcQUnAhaW8UpOAUUDwJQ8OroHvOg4HVRP8SjJDjPsqPLtDO0M4uCoyxEzigk+gstNnFDnh3tDmme8H/NUufvVAS7HB3ljw/DHB2vWfB0pdLJhvc2vw6z7Hxj2bOzrMHLsvjJaOU+uJNQKSAcCmuce+coeilWymrAefAirJezQiL4ds4On3lYltE9CV41I4lAcDV6qvrYwRlun91n2Vk734y/YDtusoOoIXXjUfaVZSeB39NfsJ3kWsFDM9zI5W6WRP4Vy2twPpiHMmq52yQNuRZxH1yMnvCeTOmfyu+vQTp2jXgUnWVunWqI6ZT+Cd2CuCRl12guVdbsa6kyNbtGNMj6XdfdkUHWPlP6J2jXhAgemSbtsAanadf4C86fM9mRhY6dpfRP1q4JqcGj7Cilf8p2DR82BJK4XSMS3NbO3a9kpW/XiATnh8/iaK6n8VR2scpNlEQWIqeRrEW/mdI+bNjvUuVW5FpkDxuuf/1xfxYoNzm2ZNdIHzbYkfQuBW/MrhH1wXaFI3/bYRO9PbtGNk3Kj3YkHfbZz5u7VZu0azgPnsdW7RppH7xgueuzYbtGOopesNyV2bZdI9vREdb7epa7Jpu3a2Q1ePwDcyKXuxoIdg0HWQOA2DUU/ILNLDPPgoL7QMm1UHAHOLuGgp8g2jUU3ABq16gdH82rOdT1NLI9PqX7iWvXaB0fdX5/fYwseyVzS6HtGqXjo05+7j5/NO190eh2jdLxUfuS5plEwicbdmDXaB0ftbW3SLoG78Ou0To+ejv//NNJlhVSrga7sWu0jo/aMyuOwc8BX+0OYy1ETrOvefDO5Fp2JHiHdo1sFD3Y7r4glTRK+7RrZEdXpnvg4SirpFHarV0jbaLL0QFU1HKD2bNdE9AH3y9b2LKzc7tGrQYnkUaJdo1sJWu6D04gjRLt1qiMoldPwkK7D1TmweumUaLdLiqC16vBe1uInMZT8O38Nmfj+zpplCj3BUpLlcunUaLd1wgGWdOpDGOWOy8a7Q4hFyzK+O5f7oxQtDuCr+B5qQwjljsVh3bHkdfghcodDUK7k2z3eTDtzmKjgml3Ljrz4IjlvrqWduezuRpMu35sSjAXIv0RCLYHU4qRRaq45T6voFwJkj1Zh8/r6dicPVIvt3k57QqRnU0qs/cFlyppNwCZYHs8dKGlStoNQ9JEH29nez54gSaadoMRDbKyHx/3S5DfWeXSbgRSnibRbwQoGByJYJtdRXx4ZX659BsDgeB6n9X45wfXjHz0DgUvhGTje/2kf+QzGx7PI4YfSVDwQsjmwZaxhY5mMyVr8Pqo1GD7r8D+NEgw/UZBrQ/Oq1EYBa+P3ii6yN4oeH0U58HX098oeHU0Fzrul+FmfDIc/cZBItjNgsKe91PwUkgGWa77LeYtZYmz7FBwHCTTpLrdHctVORxldpYdCo5DqofP6DcS8hqs+/GyFBwJ0UKHNTy+0BGcZYeCIyFZi558khAhyw4FR0JlHhyeo4N+Y6EiODzLDgXHgjUYHJ2lyuAsOxQcC6W16MAsO/QbjTR3VVJwNIQPG6Y+2i6wXAqOhuxhw9RH24WWS8HRkO3Jmvhou9By6Tcesl2VEx9tF1ouBcdDXoNFjwvnlUvB8RD3wXNONkjLpeB4iLfsaJ5NouB4pDgPpt+IUDA4Ac+D1UbRFBwRcQ0OmyVR8FLIm2i1PFn0GxO5YLWFDgqOiVyw2lIlBcdELFgvTxYFx0Q+itZKRkq/UUlvHkzBUZE9bJikqKq4W6v2P3xGwVGRPS6cwh49rDtpCl4ZydOkyeFzXcnvl5FtAYPl0m9cVJYq20qeHz4peGV0N77nRwpeGaWN743WqrZT8Lp4Cp4zwrK0+z3uF0/B9BsZJcHicik4MhQMjrZg30EWBUfGW/D08f7RKBNZdug3Nok10RQcGwoGR0mwNMsOBcdGR7A0yw79Rkd3qdI3RwcFR0dFsDjLDgVHhzUYHKWHDbIsO/QbH6U9WbIsOxQcn6Q23VFwfCgYHAoGJyXB9KsABYNDweBQMDgJCaZfDSgYHAoGh4LBSUcw/apAweBQMDgUDE4ygulXBwoGh4LBoWBwlAR7n2ygXyW0dlX6nmygYCVS2RdNwUqkcrKBgpVIpAbTrxaJnGygYC0SOdlAwVokMg+mYC3SEEy/amgLnpdGiYLVWLgGD6RRomA10miiiRoUDE4qDxuIEqk8bCBKJLJUSbRI5WEDUYI1GJzVHjaQhVAR7PsBh+H1OUKLsPMQqm0qBa8fgoLBQ1AweAgKBg9BweAhKBg8BAWDh6Bg8BBcWwSHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgZHQ3CZZT8+Xn4jieDOQw3s0p37JirymTtBh0JcT1l2DHsXRfWLzPqk9S9c/3qcMvC/mwqCy+otlO3b6H0jiXC/VF8U3vf2a7nl3K2+AyHK6vLbOehdFPYbgeHb+XGMRHA34wuuzz/kx+/fiCJcT/aWDGUUmBXCuA3dvoJf/B5B7+J+ORrvW2FcpW2LldzN+IJ7RkR6Xlzk2wh8DVEc/ukruP97/PLuZr6GEAous7fHQTDJ3VQQ7O5F2b0xQ0fV5kSoyT3rzpcQ1bfefXAvRPnzv2f/kUD/XUib6N6vYXzvZnzBdWVrqlzvG1GE+m98720/hG3avAX3QhS2mazroPhdyMabpmNUcjc3IbgUjbGeIexZyEDBPwQt0Zd3YVuh68l/PpCa4PhNtHf9ffUmwprout+r+0DpuxCNFo0xqTXR0QdZhWAW3AtRNCcuPe10Q9Q31Xeo1Q8haczMs/Cv8WaS/DTpeShZHsLiXYN7IerkBr5N9Iv5nm8I070mjWlS5IUOUa/1olz/laz+KkV1eSfDgSREeB+cxkKHaxLtm6gHnYVk6NiJ0LSv3jF6b8KIlip7IUrRgmkvRC4K0QiW3k0+bACHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAgBOffzod2Pup4Ju6K8n3ulaUkH9IaYAj+drDMX7DfVbL4a0DBoqsoeFE6gvO6pbYCbG4612oXz2Ob11//PjXftOdBm5dVV9ivDv+z/3dHtV0CtseVt9//solY6vjulZ/dHycLmGB7+t0mTLk1mmzaIvt9e/C6MvNe5zIqndSjaV9m/0k0f5rTvIfP7pW3sy2kE9/0AicLluDb7486V0IloD0XfztbBY9MKC5j3eGzPq1f1dLnyx6CXRaM6rLele6bbvx+4GTBENwdRJdNg9umeKxTHjQJch6tb/1F9d/2ZV3B9o91373y0eu28fuBkwVD8KOJrnrFn/9paphLU/vu+tqH/iYRUSu487KuXNsSVzF7V9aCu/HLb5OzFMES7LS1Taj7SVsPG74Ibqtf9bKeYJu58L2f7sT9fS++JCPS8mAJdh1imT0Fu6a6U8XqPjjv9MHdlz0E385/d91w58pGfCf+NqZKWILrylVNXewgy8pzcx37RV6rvJ7ajKDtKLp9WTtsqrXlLnli98pHDW7iv/V/nCxYgus0Q02DW7bZl+x0tRnrXk//ODW9ZjsPbl5W971uHmxMmxW2c+WjD3bx7Ss/uz9OFgjB80l9zBsfCgaHgsHZmeD9QcHgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg/N/3O6xsu/bAo8AAAAASUVORK5CYII=)

#Area under the curve  
AUC <- performance(perf, measure = "auc")   
AUC <- AUC@y.values[[1]]  
print(paste('Area Under the Curve of Model is : ', AUC))

## [1] "Area Under the Curve of Model is : 0.704166666666667"

#### The model has an accuracy of 75 % and area under the curve is around 70%.  
#########################Further Insights from case study ##################  
# The odds of making a $200 purchase for customers who spend $2000 annually  
# and have a Simmons credit card   
Simon21=data.frame(Spending=2, Card=1, SpendCat=1)   
PredProb21=predict(logit\_S, Simon21, type='response')   
PredProb21

## 1   
## 0.6776332

Odds21=PredProb21/(1-PredProb21)   
Odds21

## 1   
## 2.102057

#The odds of making a $200 purchase for customers who spend $2000 annually  
# but do not have a Simmons credit card.  
Simon20=data.frame(Spending=2, Card=0, SpendCat=1)   
PredProb20=predict(logit\_S, Simon20, type='response')   
PredProb20

## 1   
## 0.4001296

Odds20=PredProb20/(1-PredProb20)   
Odds20

## 1   
## 0.6670266

## Comparison   
Odds=Odds21/Odds20   
Odds

## 1   
## 3.151383

# Clearly, Simmons credit card holders are top spenders annually.